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Abstract

The goal of this study is to advance conceptual development and the growth of knowledge in the in-
formation systems (1IS) field by placing the spotlight on a component of theory that is rarely discussed
— the native IS concept. Beginning with the assertion that concepts are not the same as constructs, we
build the argument that concepts, which are observable sets of ideas, should take priority over con-
structs which are unobservable fictions and hypothetical entities. Using natural language processing
(NLP) based principles and techniques, we extract a sample of the most important concepts in the IS
field from a corpus of 245 highly cited IS review articles and 1,293 citing articles from the Senior
Scholars’ Basket of Journals to illustrate the extent to which the field agrees on their usage, their clar-
ity and distinctiveness and how the field can move forward in enhancing its conceptual formation.
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1 Introduction

What surprises me is how unusually mute our discipline seems to be on so important a
subject. While management journals devote some space to discussions of constructs
and their role in theory development ... the coverage seems disproportionate to the
importance of the topic. This anomaly is reflected, somewhat, in how we train gradu-
ate students, where considerable time is devoted to understanding how constructs are
measured and operationalized but substantially less time is devoted to understanding
how constructs are created and used in the research process.

[Suddaby, (2010) "Editor's Comments: Construct Clarity in Theories of Management
and Organization"]

... management research has failed to cultivate any truly indigenous theories of man-
agement and organization ... (i.e., roughly two-thirds) of the research conducted in
management is rooted in theories borrowed from other disciplines. [Suddaby et al.
2011 "Where Are the New Theories of Organization?"]

These two quotes from the Academy of Management Review journal could have been about the infor-
mation systems (IS) field by just replacing “management” with “IS” and they would still ring true.
Because the IS field borrows constructs heavily from various other disciplines including management
and adapts them into our research frameworks, we would be at a severe disadvantage if those bor-
rowed constructs are, as Suddaby (2010) claims, not well constructed. It is therefore no surprise that
historically, the IS field has struggled making our research relevant to practice, for "the solution to
critical problems, with later transfer to practice, does not originate or occur within the academic com-
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munity" (Senn, 1998, p. 23). In other words, because we rely on those borrowed constructs, the IS
field effectively becomes second-level beneficiary of hand-me-down research that, if the management
discipline is any indication (Suddaby, Hardy and Huy, 2011), two-thirds of which is rooted in other
disciplines.

The management and IS fields are not alone in struggling with concepts. IT-related fields such as
software engineering and healthcare informatics struggle to define their roles and their core concerns.
Mary Shaw (1990, p. 15), one of the pioneers in the software engineering field argued that “the word
‘engineering’ to describe this activity [software engineering] takes considerable liberty with the com-
mon use of that term.” Two decades later, she argues that although there has been progress, the soft-
ware engineering field needs to measure this progress by recognizing “which class a given problem
falls” (Shaw, 2009, p. 84) so the field can offer solutions to those problems. Such a goal can only be
accomplished if the field can agree on its concepts. Similarly, the healthcare informatics debate the
conceptual bases for different “informatics” fields such as medical informatics, nursing informatics
and dental informatics (Staggers and Thompson, 2002; Wyatt and Liu, 2002).

The goal of this paper is to advance the discussion about this lack of focus on our own field’s concepts
— native IS concepts — which are critical components of theory (Bacharach, 1989), and how they im-
pact the growth of knowledge in the field. The field’s concepts are not to be confused with the field’s
“constructs,” which will be discussed in the next section. Sociologists have always maintained that the
difference between concepts and constructs is absolute (Willer and Webster Jr., 1970; Merton, 1973).
Many IS authors have expressed the same concerns about IS concepts (Burton-Jones and Straub, 2006;
Markus and Saunders, 2007; Furneaux and Wade, 2009; Hassan, 2011) but there have not been many
efforts to broadly analyse and remedy the problem. In the history of disciplines, the study of concepts
has always taken a front row seat (Schon, 1963) and those that do not prioritize its study of concepts
will have its progress held back. Herbert Blumer (1954), one of the earliest exponents of interpre-
tivism, blames the deficiencies in social theory on the vagueness of concepts. Concepts are the means
by which theory is fruitfully linked to the empirical world and it is the concept that points to the em-
pirical instances about which theories are constructed. If the concept is unclear, then references to the
empirical instance are weakened and any theory that depends on the concept cannot be brought close
to the empirical world it is attempting to explain. As Nobel laureate Sir George Thomson (1961, p. 4)
noted:

Science depends on its concepts. These are the ideas that receive names. They deter-
mine the questions one asks, and the answer one gets. They are more fundamental
than the theories which are stated in terms of them.

Concepts, because they are subject to the rules of the discipline that produces them, demarcate that
discipline’s subject matter and declares to the world what the discipline represents. For example, there
is broad agreement on the meaning of respiration and circulation, or relativity and quantization, and no
one doubts that these concepts belong to the disciplines of biology and physics, respectively. The
question is: What concepts belong to the IS field (Markus and Saunders, 2007; Hassan, 2011) and if
we do have native IS concepts, are their meanings clear and distinctive? This effort is not to be con-
fused with drawing up frameworks for IS research (e.g. Mason and Mitroff (1973) or Ives et al.,
(1980) or other classic IS research frameworks) or keyword classifications schemes (Barki and Rivard,
1988; Barki, Rivard and Talbot, 1993) which are also important. It has to do with identifying unique
key concepts in the field so their role in IS theories can be made clear, because concepts are the build-
ing blocks of theories (Bacharach, 1989; Hassan, 2014). The next section argues why clear and unique
IS concepts are important? The following three sections use a natural language processing (NLP) ap-
proach to analyse a large corpus of significant IS research to extract the most important concepts. Fi-
nally, the remaining sections discuss and compare the results with similar previous studies and con-
clude with how the IS field can move forward with these newly found insights.
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2 Why Are Clear and Unique IS Concepts Important?

This study undertakes the journey to identify and clarify those IS concepts so that internally we are
clear about our core concerns and, externally, others are clear about our subject matter. If we do not
seriously address this issue, we will not only continue counterproductive practices of reproducing ab-
struse research that borrow heavily from other disciplines, our idiosyncratic categories will remain less
relevant to our stakeholders.

2.1 Constructs before concepts: Putting the cart before the horse

One reason why the IS field and its allied management fields do not place much emphasis on concepts
is because we tend to use constructs in research rather than concepts. Constructs are not the same as
concepts and the difference between the two is central to understanding why the IS field lacks focus
on concepts. First, concepts are more general than constructs. In psychology, constructs are defined as
"postulated attribute of people, assumed to be reflected in test performance" (Cronbach and Meehl,
1955, p. 283) or abstractions used to explain more observable phenomenon (Morgeson and Hofmann,
1999). In sociology, constructs could refer to abstract properties of particular persons, places or events
(Willer and Webster Jr., 1970). Although both concepts and constructs are abstractions, concepts are
not just about people, places or events. It could be anything that is observable that can be defined.
“Fake news” is a very broad concept, and may include other concepts such as satire, parody, fabrica-
tion, photo manipulation, and propaganda (Tandoc, Lim and Ling, 2018). The more specific measures
that need to be invented from all these concepts are called constructs. What really distinguishes con-
structs from concepts is that constructs are always explicitly or implicitly defined in the propositions
of the theory it is associated with, whereas concepts are not.

In fact, the quotation at the beginning of the article specifically refers to “Construct Clarity in Theories
of Management and Organization” rather than “Concept Clarity.” The confusion surrounding the dif-
ferences between constructs and concepts exists even among trained scholars. As measures, constructs
help researchers make sense of such observations by acting as heuristic devices, and together with oth-
er observables and constructs, form what is known as the "nomological network," defined as the "the
interlocking system of laws which constitute a theory" (Cronbach and Meehl, 1955, p. 290). Concepts,
on the other hand, are defined as observable sets of ideas associated with or elicited by given words
that are treated according to logical rules (Sartori, 1975) and need not be associated with any theory
necessarily.

It should be intuitively clear that before any unobservable, abstract construct can be constructed, the
underlying concepts should be made clear. Constructs are in essence “fictions and hypothetical enti-
ties” (MacCorquodale and Meehl, 1948, p. 95) contrived from concepts to enable the use of some
form of measurement or evaluation or to bridge several concepts in a study. It almost seems like man-
agement scholars have put the cart before the horse in addressing constructs before their concepts are
made clear. Concepts flow between disciplines freely and are often borrowed to explain phenomenon
in the borrowing discipline by using the familiarity afforded by the more popular concept in the lend-
ing discipline. Such a practice of “displacement of concepts” (Schon, 1963) or “traveling concepts”
(Bal, 2002) has been the source of many classic studies and the growth in knowledge. For example,
Herbert Spencer (1897), responsible for popularizing Darwin’s notion of evolution into other areas of
knowledge, borrowed the concepts of “organism” from biology (as in “organic structure of society”)
and “statics” from physics (as in “social statics”) to explain society. Many years later, management
scholars (Burns and Stalker, 1961) would use the same basic understanding of those concepts to write
about how more organic organizational structures lead towards innovative practices compared to
mechanistic structures. Within each discipline, the concept takes on a different meaning and that disci-
pline owns that concepts.

Another reason why the underlying concept should be the primary focus in our research is indicated by
the process by which constructs are built. An important part of building constructs is ensuring they
have validity. Construct validity—how closely a construct is interpreted as a measure of some qualita-
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tive attribute which cannot be operationally defined — relies on a clear understanding of the concept. In
IS, where many of its nomological networks are borrowed either from management or from social
psychology (Benbasat and Barki, 2007), construct validity becomes even more critical because as the
constructs are applied in a different context, the associated measures may not transfer. The notion of
construct validity thus suggests a need to clearly define concepts.

Unfortunately in IS, constructs are often conflated with concepts and most researchers do not distin-
guish between them, and therefore the more important item, the one that is less abstract and is directly
observed in the phenomenon of interest — the concept — is ignored. Furneaux and Wade (2009) identi-
fied 690 distinct "constructs" that were researched in MIS Quarterly (MISQ) and Information Systems
Research (ISR) between 1999 and 2007. The results show a preponderance of research undertaken that
are related to the research areas of technology acceptance, adoption, trust and organizational perfor-
mance. Similar to Furneaux and Wade (2009), Shuraida et al., (2018) applied several classic frame-
works and classifications as their bases to manually code 1,361 empirical studies from four IS jour-
nals: Journal of the Association for Information Systems (JAILS), Journal of Management Information
Systems (JMIS), ISR, and MISQ, and extracted 64 different relationships amongst their constructs.
Studies on these concepts of interest provide insights into not only the nature of the IS field, but also
its progress in relation to other disciplines, its identity and its future direction. An earlier effort to de-
fine IS concepts was by IFIP in their series of FRISCO reports (Falkenberg, Lyytinen and Verrijn-
Stuart, 2000; Stamper, 2000; Verrijn-Stuart, 2001), which, in part because of its formalisms, did not
capture the imagination of the IS community.

2.2 The Lack of Clear Concepts

Why is there a lack of interest in something so fundamental to research? It is not surprising that the IS
field rarely investigates the constructs and concepts it is researching because historically the vast ma-
jority of its research is positivistic in nature (Orlikowski and Baroudi, 1991; Chen and Hirschheim,
2004). Positivistic or quantitative-type research rely more on their data, measurement and statistical
models to derive conclusions. Accordingly, they focus attention on the nature of the data and its quan-
titative measures. They spend less time on the concept and focus more on operationalizing and analys-
ing datasets (Goertz and Mahoney, 2012). Arguing for conceptual clarity, Sartori et al., (1975) list the
following impairments for fields of study that choose to ignore it:

2.21 Loss of Etymological Anchorage

The semantics of scientific terms are anchored in their Latin and Greek roots, which help to stabilize
and at the same time clarify their conceptual foundations. Unfortunately, much of the modern termi-
nology, especially those applied in IS are not anchored in any etymological roots. As a result, unlike
"biology" which is a contraction of bios, "life," and logia, "discourse,”" to mean the "science of life,"
new terms created cannot be traced back to any tradition and are open to any interpretation. Instead
what the IS field does is to merely attach the name of the field (“IS”) or the technology (“IT”) to a
concept, like “IS success,” “IS infrastructure,” “IS Strategy,” “IT alignment” or “IT innovation.” As a
result, the IS field is forever tied to other disciplines that have defined “success,” “infrastructure,”
“strategy,” “alignment” or “innovation.” This practice is common in the IS field and can be seen in its
keyword classification schemes (Barki and Rivard, 1988; Barki et al., 1993) where a large proportion
of its terms consists of these prefixes.

2.2.2 Loss of the Extensions in Discourse

When concepts and words are borrowed from other disciplines, often uncritically or speculatively, at
some distance from the discourse from which they came, they add little to the creation of new con-
cepts. So, what the term “information security” adds to the well-known concept of security, defined as
“the state of being free from danger or threat,” is unclear (Anderson, 2003). Schon (1963) suggests
that the production of new concepts is closely related to understanding how to work with metaphors
and analogies. He noted that “the new concept grows out of the making, elaboration, and correction of
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the metaphor” (p. 53). He calls this process the displacement of concepts, where words and terms from
previous research undergo transposition (i.e., applying an old concept to a new situation), interpreta-
tion (i.e., assigning that concept to a specific aspect of the new situation), correction (i.e., an adjust-
ment resulting from adaptation and modification), and spelling out (i.e., resolving commonalities and
differences) as a way of addressing problems or improving understanding. Thus, security as it relates
to IT needs to be transposed, reinterpreted, corrected or spelled out within the IS field. Presumably,
information security would not be same as computer security. This same approach should be applied

to other common terms like “organization,” “information,” or “systems.” They all have different
meanings in IS from the meanings in the disciplines they are originally defined.

2.2.3 Loss of Historical Anchorage

The technological revolution, in many ways, has also severed the relationship between the terms used
to describe a technological phenomenon from historical experience. Many concepts in the natural and
social sciences such as DNA, “protein synthesis,” political “authority” and “democracy” acquire their
meaning from a long history of learning, observation or experimentation. The rapid change in infor-
mation technology has somehow caused these terms to lose their connection with the past and even if
the past is inferred, words such as “Web 2.0,” are misused, causing the field to endlessly arbitrarily
add subsequent versions to the term such as Web 3.0, Web 4.0 and so on. As Schon (1963) explains,
concepts can be extended and translated into different meanings as long as their relationship with its
history is maintained. These extensions contribute to the growth of knowledge within the field. What
do not contribute to knowledge are arbitrary terms that cannot be linked back to any history of re-
search and serve only to confuse.

2.2.4  Novitism and the Chaos of Jargon

Scholars of the past were very careful of creating terms and of being perceived as being novel at what-
ever costs because they understood their role in transmitting knowledge. Perhaps these days, the easi-
est way to innovate is to "play with musical chairs with words" (Sartori et al., 1975, p. 9) resulting in
one appearing more creative than others, and the process continues as another string of words are writ-
ten to contradict the former, only to the detriment of true understanding. There is, as Sartori et al.,
(1975) notes, a major difference between the dynamics of language and the dynamics of science. Just
like a card game, the game can only be played because the cards and the rules of their combination are
stable. Similarly, only a disciplined use of concepts and terms permit the scientist to play the game. By
contrast, if we invest more and more time in altering the cards, it is not the field that is being furthered,
it is confusion. This state of confusion will lend itself when the field is subject to the chaotic changing
of duplicative jargon produced weekly by industry.

2.3 The Need for Unique IS Concepts

Another side of the coin of conceptual clarity has to do with the relevance of the concepts. If the field
is to embrace relevance to practice as its underlying philosophy, the IS field needs to approach re-
search by first examining its concepts of interest. If the IS field considers the development of native
theories as an important goal, unique constructs therefore will be critical since theories are essentially
a system of concepts (Bacharach, 1989). If the theories are to be considered native, at least some of
those concepts will also need to be native. To be relevant, these concepts should be those in which
society is interested in and their understanding contributes to the individual, business or society as a
whole. Ideally these concepts should not be the same concepts that are already the purview of other
fields, or at the very least, not viewed in IS in the same way as it is viewed in other fields. For in-
stance, borrowing concepts from social psychology without any extension or expansion in meaning,
which was the case with the acceptance and adoption area of IS research, only serves to restrict IS re-
search to within the discipline of social psychology. Both the aspects of clarity and distinctiveness of
concepts in concept formation are what we seek to explore in our study.
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3 Research Method: Finding Clear and Unique IS Concepts

Now that the importance of clear and unique IS concepts is understood, how can the IS field identify
which concepts are the most important to the field? These important concepts can then be evaluated to
see if they represent native IS concepts, that is, concepts that are developed within IS research and not
borrowed uncritically from other disciplines (Markus and Saunders, 2007). There are several methods
how concepts are identified. We propose instead to use scientometrics to extract the most important
concepts from the IS field because not only does it provide a means for evaluating the importance of
the concepts, it also provides an objective way of identifying the important terms from a corpus of
work or from an entire field of study especially how those terms emerged from previous studies.

Scientometric scholars distinguish different roles citations play in the growth of knowledge. One of
those roles is the use of citations to associate ideas from the cited works with the current study. Small
(1978) suggests that by analysing the citations and the context surrounding the citations, it is possible
to extract the ideas behind the citation, which represent the ideas and concepts the author is discussing.
The cited works represent symbols for those ideas and by embedding those symbols in the citing
study, the citing author gives further meanings to the current research and at the same time, imparts
meanings to the cited works. Some of those meanings are “standard” and have achieved consensus
within the research community, and these are the meanings we are interested in discovering for the IS
field. An application of Small’s proposal is co-citation analysis (Small, 1973) which has been applied
in the IS field (e.g. see (Culnan and Swanson, 1986; Culnan, 1987)). By identifying shared references
— serving as a heuristic for the influence of the same key concepts — between two or more citing
works, co-citation analysis is able to map the intellectual structure of a field or area of research. What
co-citation analysis lacks is the context that surrounds in-text citations, which contain important key
terms, representing the meanings which the authors imparted on the cited documents and its concepts.
An extension of Small’s (1978) original method called citation context analysis (Small and Greenlee,
1980) solves this problem. By including the words around the citation in the analysis, it is possible to
distinguish “standard symbols” that are shared by most of the researchers in the community as repre-
sented by the most-cited documents, from less standard concepts. Researchers carry a repertoire of
these standard symbols with them as they conduct research because they are the researchers’ tools-of-
the-trade and provide the underlying conceptual and methodological framework for their research. By
collecting the most-cited documents in the field and extracting the terms around the citations they use,
it is possible to gather the most important concepts and the meanings that have been imparted on them
by the field. To extract these terms, we will use natural language processing (NLP) techniques.

We start with a corpus of IS studies consisting of 245 IS research review articles published between
2000-2014 collected from 40 IS journals identified by Lowry et al (2013). We chose review articles
because they (1) aggregate the key theories, concepts and ideas of a discipline, (2) address the main
questions and problems and summarize the major issues and debates, (3) synthesize the fragmented
body of knowledge of a discipline into a coherent whole and (4) often make new contributions to an
area of knowledge (Hart, 1998; Schryen, Wagner and Benlian, 2015). These benefits of review articles
are acknowledged by IS scholars (Webster and Watson, 2002) and have produced several methodolog-
ical guides for writing reviews (Rowe, 2014; Par¢, Trudel, Jaana and Kitsiou, 2015). Literature re-
views make new contribution to knowledge (Prester, Wagner and Schryen, 2018) since every research
paper is required to offer a substantial review section as evidence that the study has indeed contributed
knowledge. Therefore, using the corpus of IS review articles that cover a broad range of research top-
ics should help us identify the most significant concepts and ideas of the IS field and how they are
used in top-tier IS research.

We extracted 70,047 citations to the 245 IS review articles published between the years 2000 and
2017. For the content and NLP-based analyses, we restricted the set of citing papers to the AIS Senior
Scholars’ Basket of Journals (Association for Information Systems, 2011) resulting in 1,293 citing
articles. This restriction to the AIS Senior Scholars’ Basket of Journal was made to ensure that the ex-
tracted citations represented the IS field and that the homogeneity of this corpus allowed for sufficient
accuracy of document structure annotation and citation sentence extraction. Metadata and PDFs of
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citing articles were acquired from Google Scholar, Web of Science and other institutional repositories.
Using the list of cited review articles, we examine where each was cited in the citing articles and col-
lected the unigram, bigrams and trigrams around the in-text citations to identify the concept. For these
analyses, we considered the citation context, which is commonly defined as the citing sentence includ-
ing its predecessor and successor sentences (Small, 1978). Common NLP pre-processing procedures
were applied, including the removal of stop-words, numbers, symbols and reference markers. The goal
of the technique is to tell us what the citing authors thought of the papers when they cited them, or
what the cited documents symbolize for the citing authors. The analysis shows a pattern of common
usage emerging and we can estimate the uniformity of usage by calculating the number of equivalent
usages divided by the total citations sampled. Small and Greenlee (1980) call this measure the “per-
cent uniformity.” The n-grams around the citations are compared with one another and the concept or
idea expressed by the largest number of citation contexts is determined and each context is coded for
its presence or absence. The ratio of the number of contexts expressing the most prevalent concept to
the total citations examined is calculated.

4 Results

We provide an overview of the results we collected using several descriptive statistics involving the
most cited review articles, the percentage of these most cited review articles compared to the total
number of all citations in the corpus and other descriptive statistics that are reviewed below.

4.1 Descriptive Statistics

Figure 1 shows the 20 most cited IS review articles from the corpus. Except for the first five review
articles, the rest of the top 50 review articles received between 341 to 994 citations which amounts to
between 0.5% to 1.4% of total citations to the corpus. These percentages are consistent with the pro-
portions that Small (1978) found in this study of the discipline of chemistry, indicating that the sample
we have from the IS field is significant (i.e. only the top cited articles are selected). The top five re-
view articles are especially significant because they give us an indication of the research theme that a
large majority of IS community has preferred to invest their time in by researching, citing and follow-
ing up on them (Hassan and Loebbecke, 2017). Alavi and Leidner (2001), the review of knowledge
management received 13.8% of all the citations to the corpus or 9,679 citations followed by the update
on IS success by DelLone and McLean (2003) with 11.7% or 8,222 citations, Legris et al (2003) with
the review of TAM research with 4.9% or 3,423 citations, Melville et al (2004) with 4% or 2,853 cita-
tions on a review of business value of IT research, and Wade and Hulland (2004) on a review of re-
source-based view research with 3.2% or 2,260 citations.

To further emphasise how significant these cited review articles are, of the 245 review articles cited,
73.9% of them are considered citation classics (Price, 1965; Garfield, 1984), that is, articles that are
cited at least 4 times a year within 10 years. These citation classics are research that finds their way
into the canons of the discipline and represent evidence of cumulative tradition demonstrated by how
members of the discipline jointly contribute to the subject matter they consider significant. These cited
review articles have also captured the attention of the IS community over a long period of time and are
not just “flash in the pan.” The average age of the cited review articles that are cited 40 or more times
in the past five years is 10.18 years compared to 11.02 years for those cited 40 or more times in the
past 10 years. That means, all of the review articles have consistently been cited over time as major
references for the IS community.
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Figure 1: Most Cited IS Review Articles

Table 1 lists the most frequent unigrams and bigrams extracted from the context surrounding the cita-
tions to the IS review articles. Because the citations to the top five most-cited review articles made up
nearly 38% of the total citations, it is not surprising that the concepts extracted from the corpus consist
of concepts related to the five research themes of the those articles, namely: knowledge management,
IS success model, TAM research, business value of IT and the resource-based view.

Unigram Frequency Bigram Frequency
IS 1,657 IS Success 618
IT 1,461 Information Systems 488
Model 1,229 Systems success 314
Success 1,205 Success model 261
Research 1,205 Business value 182
Information 1,057 IS research 172
Systems 794 User satisfaction 164
Studies 751 Firm performance 143
Use 743 Competitive advantage 129
Literature 719 Information quality 120
Organizational 545 Information technology 115
Performance 541 System quality 108

Table 1: Most frequent unigrams and bigrams

4.2 Most Important and Unique IS Concepts

To overcome the bias caused by the top five review articles, we extracted the unigrams, bigrams and
trigrams from the top 18 review articles in the corpus and listed some selected terms in Table 2. To
illustrate the process, we expand on the concepts extracted from these review articles. Since the focus
is on exploring the meaning imparted upon important concepts from a broad range of topics, we select
other highly cited reviews regardless of topics. For the sake of brevity, Table 2 is shortened.
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Exemplary Unigrams (percent | Bigrams Trigrams Key concept and variations | Definition
review article uniformity) (percent uniformity) (percent uniformity)
Alavi and Leidner | Knowledge (85%) Knowledge management Knowledge management sys- | Knowledge management “Knowledge management refers to
(2001) Management (34%) | (28%) tems (5%) (KM) identifying and leveraging the col-
Also: Schultze and | Organizational Knowledge creation (12%) Tacit explicit knowledge (4%) | - KM process lective knowledge in an organiza-
Leidner (2002) (30%) Knowledge sharing (8%) Knowledge management - Knowledge creation tion to help the organization com-
Information (28%) | Information systems (7%) (KM) (3%) - Knowledge transfer pete [...].” (p. 113)
Knowledge transfer (6%) Information systems (IS) (2%) | - KM system
DeLone and Success (72%) IS success (34%) Information systems success Success Technical (system quality), seman-
McLean (2003) Model (64%) Information systems (25%) (21%) - Success model tic (information quality) and effec-
Also: Petter et al. IS (46%) Systems success (25%) Model information systems - System success tiveness (individual and organiza-
(2008) Information (44%) | Model information (19%) (18%) - IS Success tional impact) (p. 10)
Systems (36%) Success model (18%) IS success model (13%)
Legris et al. (2003) | Technology (58%) | Technology acceptance (29%) | Perceived ease use (10%) Adoption No unique definition stated.
Also: King and He Use (55%) Intrinsic motivation (19%) - IS use “Davis [8] and Davis et al. [10]
(2006), Schepers IS (42%) Perceived usefulness (16%) - Technology adoption proposed TAM to address why
and Wetzels Acceptance (35%) | IS research (16%) - Technology usage users accept or reject information
(2007) IS use (16%) - TAM research technology.” (p. 192)
Melville et al. IT (74%) Business value (27%) IT business value (12%) Business value “IT business value [...][is] the or-
(2004). Also: Business (50%) IT business (15%) Business value IT (7%) - IT impact ganizational performance impact
Kohli and Devaraj | Value (42%) Firm performance (14%) Complementary organizational | - IT performance impact of information technology at both
(2003), Kohli and | Performance (38%) | Organizational performance resources (4%) - Business value of IT the intermediate process level and
Grover (2008) Firm (35%) (13%) - IS business value the organization wide level” (p.
Competitive advantage (10%) 287)
Wade and Hulland | IT (55%) Competitive advantage (20%) | IS technical skills (4%) Technology “[IT resources are information
(2004) Resources (47%) Firm performance (13%) Resource-based view firm - IT resources, assets technology] assets and capabilities
Firm (45%) Resource-based view (12%) (3%) - Information systems re- that are available and useful in
Capabilities (41%) | IT resources (12%) IS infrastructure (IS) (3%) source detecting and responding to market
IS (36%) IS resources (8%) - Resource capability opportunities or threats.” (p. 109)
Dibbern et al. Outsourcing (61%) | IT outsourcing (17%) Transaction cost economics Outsourcing “[1IS sourcing refers to] the organi-
(2004) IT (33%) Transaction cost(s) (15%) (4%) - IT outsourcing zational arrangement instituted for
Literature (24%) Outsourcing literature (7%) Transaction cost theory (3%) - Offshore outsourcing obtaining IS services and the man-
Studies (23%) IS outsourcing (7%) IS outsourcing literature (3%) | - Sourcing agement of resources and activities

Cost theory agency (2%)

required for producing these ser-
vices.” (p. 11)

Table 2: Table of concepts for the most impactful IS review articles
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For each review, we report the top meaningful unigrams, bigrams and trigrams extracted from three
sentences surrounding the in-text citation, along with the percent uniformity for each unigram. Some
of these concepts are defined or described in other disciplines such as the well-known concepts “firm
performance,” “strategic alignment” and “competitive advantage.” At the same time, many concepts
are unique, that is, they were possibly transposed, reinterpreted, corrected or spelled out within the IS
field. For example, “IT”, “knowledge management,” “decision support systems,” and “technology ac-
ceptance” are well known within the IS research community and are not defined elsewhere to any the-
oretical depth. Their presence in this list in Table 2 and the relatively higher percent uniformity figures
indicated within parentheses next to them suggest that they are important to IS researchers.

In the case of the natural or biological sciences, which Small (1978) and Small and Greenlee (1980)
targeted, it is not uncommon to find percent uniformity figures as high as 90% or 100% for many con-
cepts (“relativity” or “respiration” cannot be defined any other way) to represent agreement among its
scholars. However, for the social or human sciences like IS, we can expect lower percent uniformity
figures because unlike the natural sciences, the same concept is often represented by different terms.
For example, the bigrams “IS success” and “systems success” refer to the same concept “success”
when related to DeLone and McLean’s (1992, 2003) works, so, if “IS success” has 20% uniformity
and “systems success” has 30% uniformity, we can safely conclude that the combined 50% uniformity
represents an agreement by IS scholars.

Based on the quantitative analyses of unigrams, bigrams and trigrams with the highest percent uni-
formity, we qualitatively extracted the key concept from the review article and its variations (5" col-
umn) cited by subsequent research. For example, from Alavi and Leidner (2001) and Schultze and
Leidner (2002), we select the key concept symbolised by those articles (e.g. knowledge management)
highlighted by its percent uniformity (Knowledge — 85%, Management — 34%, Knowledge Manage-
ment - 28%). These concepts are “standard” concepts that IS researchers use in performing their re-
search, and in extending and creating knowledge in the field. Concepts with lower percent uniformity
are either variations of the same concepts or transpositions, reinterpretations, corrections or spelling
out of the key concepts. Each cited review article may become the source of many different concepts
depending on how the citing authors apply them in their writings.

To better see how clearly the key concepts are transposed, reinterpreted, corrected or spelled out and
how clearly they are defined we omit such terms as “IS” or “IT” from the bigrams and trigrams like IS
success, IT impact, IT resources, IT capability, IT culture and we find a definition for each key con-
cept from the corpus to evaluate its distinctiveness. The results in the sixth column in Table 2 show
that many key concepts do not have clear (e.g. Adoption, Culture, Alignment) or distinctive definitions
(e.g., Alignment, Trust, Strategy). Other studies outside the corpus of review articles have found simi-
lar issues. For example, Burton-Jones and Straub (2006) found inconsistencies and weaknesses in the
how the IS field defines the key concepts of adoption and use.

5 Discussion

The small sample of the most important IS concepts extracted from Table 2 are consolidated and
summarized in Table 3 and compared with the closest constructs or research areas identified by Fur-
neaux and Wade (2009), Sidorova et al., (2008) and Shuraida et al., (2018).

Most Important IS Furneaux and Wade’s Sidorova et al’s Shuraida et al’s

concepts (2009) construct compo- | (2008) research (2018) construct
nents themes categories

Knowledge/ Infor- Knowledge/Information | Knowledge man- Knowledge (IT

mation agement (IT & Org) | Management)

Success/Value/ Perfor- | Performance Success/Value (IT & | Impact

mance Org)

Adoption Use Adoption (IT & In- | Use (Use)
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dividual, IT & Org,
IT & Markets)
Technology Technology Development IT Artefact
Outsourcing Outsourcing Planning & Out- Outsourcing (IT
sourcing Management)
Virtual teams -not ranked- Virtual team (IT & -not ranked-
Groups)
Culture -not ranked- Culture (IT & Org) -not ranked-
Decision support -not ranked- Decision support -not ranked-
systems (IT &
Groups)
Alignment/Strategy Integration Strategic alignment | Governance (IT
(IT & Org) Management)
Privacy -not ranked- Personalisation and | -not ranked-
privacy (IT & Indi-
vidual, IT & Mar-
kets)
Trust Trust Trust (IT & Individ- | -not ranked-
ual, IT & Markets,
IT & Group)

Table 3: Summary of Most Significant IS Concepts

The construct components from Furneaux and Wade (2009) represent 27% of all the relationships an-
tecedents and consequents found in MISQ and ISR between 1999 and 2007 inclusively. High-loading
terms used by Sidorova et al., (2008) to factor analyse research themes were matched to the most sig-
nificant concepts extracted from the corpus of IS review articles. Constructs from Shuraida et al.,
(2018) represent underlying concepts from four major IS journals. Several observations can be made
when comparing the most important concepts in the first column with the other three studies in Table
3.

5.1 Important IS Concepts Ignored

Because Furneaux and Wade (2009) and Shuraida et al., (2018) collected only constructs antecedent
and consequent in the hypotheses of empirical studies, several important IS concepts such as virtual
teams, decision support, culture and trust found in this study were not ranked in their studies. This is
because those constructs were not “measured” when putting together the nomological network for
their samples. Focusing on constructs places blinders on researchers and ultimately on the field be-
cause their view of the research is limited by the framework or theory which they have borrowed from
their “reference discipline.” Concepts that are relevant to their research interests may be left out or not
investigated. Counterintuitively, focusing on just constructs (hypotheticals) tends to reproduce re-
search that is abstruse because constructs are more abstract and further removed from empirical data
than concepts.

5.2 Loss of Conceptual Depth

This first problem is partly addressed by viewing research in terms of its research areas or themes, as
what Sidorova et al., (2008) did. However, viewing research in terms of research areas without focus-
ing on the detailed concepts in those areas risks losing the necessary depth to help make the research
relevant to stakeholders. For example, IT adoption is not only a major research theme, according to
Sidorova et al., (2008), it is the dominant research theme within most of the research areas in IS in-
cluding IT and individuals, IT and organizations and IT and markets. Yet, the concepts of adoption,
use, appropriation or other cognate concepts in IS were never clearly defined or agreed on by IS re-
searchers (Burton-Jones and Straub, 2006).
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5.3 Need to Link to Historical Tradition

Focusing on hypothetical constructs or topical research areas or just heavily borrowing terms from
industry divorces the concept of interest from its historical traditions. Masking the constructs or terms
by prefixing them with the term “IS” or “IT” does not make them distinctive or unique to the IS field.
For example, strategy in IS or culture in IS do not carry any significant theoretical tradition beyond
what management scholars defined strategy to be or what has been defined as organizational culture.
How different is IS culture from organizational culture? Is strategy in IS limited to strategic align-
ment? Or is there something more associated with strategy in the IS field? What is needed is the link
of these concepts to its historical traditions that built those concepts. If IS culture is distinct from or-
ganizational culture, then, it is its historical traditions that will distinguish it.

6 Conclusion

This article began with a rare observation — constructs are not the same as concepts — and the common
practice of focusing on constructs obscures the more important bigger picture surrounding the im-
portant concepts that distinguish the IS field from other disciplines. Without the detailed analyses re-
quired to develop native IS concepts, our field resorts to prefixing the terms it borrows from other dis-
ciplines with the name of the IS field itself or the name of the technology it is researching in the effort
to domesticate those terms to the IS field. Therefore, the IS field misses the opportunity to enhance its
practice of conceptual formation. Using NLP-based scientometric principles and techniques, we ex-
tract a sample of the most important concepts that represent the core concerns of the IS field. Although
many of these concepts receive the agreement of the IS field, we also find that many of them are either
absent from the list of constructs that IS researchers commonly use in their hypotheses or not clearly
defined.

Based on our analyses, we recommend that IS researchers apply a more judicious and disciplined use
of concepts in their research by (1) clearly declaring the concepts of interest in their research instead
of heavily borrowing constructs from other disciplines, (2) linking the concepts to empirical data espe-
cially to phenomena that are of concern to the field’s stakeholders and to society, (3) working with
metaphors and analogies to develop the concepts of interest (Schon, 1963; Hassan, Mathiassen and
Lowry, 2019), and (4) linking the concepts to existing concepts both internally within the IS field and
externally to other disciplines. This approach will not only help alleviate the internal communication
deficit that exists within the IS field, it will help make the IS field intellectually and socially relevant
and influential because concepts are more fundamental than the theories which are stated in terms of
them.
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